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Project Context and Purpose:

High frequency trading (HFT), which is also called algorithmic trading or ‘flash’ trading, is getting increasingly popular in Chinese stock trading market. Generally, it’s divided by stock trading and derivatives trading (Lattemann el al. 2012; Menkveld 2013). By developing algorithm for trading and metrics for evaluation, high frequency trading could get higher alpha factor which lead to higher revenue for hedge fund (Tortoriello, R. 2009; Leote el al. 2012). Quantitative analysis is using mathematical, statistical and economical knowledge to transfer real-world problem into mathematical problem then solving them. In high-frequency trading, the detailed quantitative analysis should be abstracting statistical patterns hidden in trading data into predictable model and applying those models into practice.

By designing and analyzing algorithms which enable computer to do regression, classification and clustering, machine learning has been growing rapidly in all fields of study, including data mining, natural language processing, computer vision, recommendation system, vision recognition and voice recognition (Goldberg et al., 1988; Collobert et al., 2008;). In high frequency trading, people use stocking trading data to feed machine learning algorithms for future stock price prediction. Deep learning method is the subset of machine learning. By combining multiple levels of regressor or classifier together in a single model, deep learning algorithms are trying to make more accurate classification or regression. In practice, researchers and engineering would develop deep neural network (DNN), convolutional neural network (CNN), recurrent neural network (RNN), generative adversarial nets (GAN), autoencoder (AE) and restricted Boltzmann machine (RBM) to solve real-world problems (Hinton et al., 2012; Girshick, 2015; Krizhevsky et al., 2012; Mikolov et al., 2010).

Since the dataset for training machine learning models are getting increasingly huge, many machine learning and deep learning algorithms would take long time to get trained from datasets. Meanwhile, hyperparameters, such as learning rate, iteration time and cost which should be considered before training. To improve efficiency and accuracy of model, this experiment used grid search to search for optimized hyperparameter to achieve the model’s best time and accuracy performance.

Since it’s meaningful for individuals and institutes to discover the law under stock market, and doing internship in a quantitative field is extremely beneficial for career development, I chose the machine learning quantitative researcher position for my summer internship. The purpose of this paper is to provide an overall evaluation towards the summer internship, to summarize an general and introductory module for how to apply machine learning techniques into quantitative analysis practice, and to provide a new possibility of what a MPM student could do after graduation. I believe this capstone should be beneficial.

The experiments this capstone would discuss about are following:

1. What’s the shape, size and statistical characters of experiment data;

2. Different method we will use to standardize the data;

3. Different machine learning models and their performance in high frequency trading;

4. Some basic architecture of deep learning in high frequency trading;

5. Weakness of the experiments and what else could be done in future experiment design.

**Proposed table of contents**

Abstract

Executive summary

1.0 Introduction

1.1 Report background

1.3 Report purpose and scope

2.0 Background

2.1 History of high frequency trading

2.2 Quantitative analysis application in high frequency trading

2.3 Machine learning application in high frequency trading

3.0 Experiment method and data resources

3.1 Data resources

3.2 Data pre-processing pipeline

3.3 Data standardization method

3.4 Model selection criteria

3.5 Grid search for hyper-parameters

3.6 Optimization method for performance improvement

3.7 Strategy evaluation criteria

4.0 Experiment Result

4.1 Comparison between different standardization method

4.2 Model comparison result

4.3 Case study: ensemble method application for performance improvement

5.0 Conclusions

6.0 Discussions

7.0 References

**Timeline**

June 16, 2018: Internship Start, design experiment and read enough essay in high frequency trading, machine learning and deep learning.

September 11, 2018: Complete internship and save all data and files about internship project.

October 15, 2018: Submit first half of report of introduction, background, experiment method and data recourses. Receive feedbacks and make adjustments.

October 30, 2018: Submit second half of report for remaining session.

November 10, 2018: Submit final draft and prepare for final presentation.

November 15, 2018: Give presentation.

**Possible technical readers**

Not Applicable.
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